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With the increasing complexity and astronomical costs

associated with the design and production of space systems,

availability and reliability are among the most importaut

factors to consider when building space system*. Also, as

repair of space systems becomes more feasible with the advent

of the shuttle and other upcoming space projeotz,

maintainability is becoming another important factor in space

system design. But none of these factors can be applied

without a thorough understanding of the theory behind

availability, reliability, and maintainability.

The purpose of this study is to verify the hypothesis

that Monte Carlo simulation is the best method of finding

lower confidence bounds for the availability and reliability

of maintained systems in different configurations. Also,
|r

this study verifies that once a lower confidence bound is

found, it is the *am* over the l.ifetime of a maintained

System.
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Abstract

This wwmh determined the feasibility and efficiency

of a Monte Carlo method of simulating the lower confidence

limits for the availabilities and reliabilities of maintained

systems. The steady-state availabilities of single-unit

systems and the time-constrained availabilities and

reliabilities of two-unit parallel systems were simulated.

First, a baseline of wtrue' exponentially-distributed

Mean Time Between Failures (MTBFs) and Mean Time To Repairs

(MTTRs) were simulated using the chi-s~uare distribution.

Then other MTBFs and MTTRz were simulated to represent

sampling of other systems. The availabilities and

reliabilities were found using these simulated MTBFs and

MTTRs. Next, simulated availabilities and reliabilities were

ordered, and lower confidence limits were found. These lower

confidence limit point evtimates were compared against the

systems' exact availabilit'i4ie and reliabilities. Lastly, the

success of this Monte C mac mithod is determined by how well

the simulated lower confidence limit availability and

reliability point estimates cover the exact availabilities

and reliabilities.

ix



VERIFICATION OF A MONTE CARLO SIMULATION

METHOD TO FIND LOWER CONFIDENCE LIMITS

FOR THE AVAILABILITY AND RELIABILITY OF

MAINTAINED SYSTEMS

I. Introduction

The reliability and maintainability disciplines became

firmly established in the 1950's due to the United States'

increasing emphasis on its military and space programs. The

need for engineers to develop more efficient aLd

longer-lasting equipment for these programs was due to

several factors:

a) high equipment failure rates

b) inflation which increased the cost of buying and

maintaining equipment

c) increased equipment complexity

d) the desire to develop a methodical approach to

minimize causes of failure (Fullerton, 1969:1).

Then and now, engineers are interested in three general

areas when designing systems - reliability, maintainability,

and availability. Reliability is "the probability that, when

operating under stated environmental conditions, the system

will perform its function adequately for a specified interval

of time" (Kapur,Lamberson, 1977:1). Maintainability is "the

probability that a failed system can be made operable in a

I



specified interval of downtime" (KapurLamberson, 1977:Z25).

Thus, a maintained systam i.i one that can be repaired. Th•

measure that includes both reliability and maintainability is

availabilty. Availability is "the probability that a system

is operating satisfactorily at any point in time and

considers only operating time and downtime, thus excluding

idle time" (Kapur,Lamberson, 1977:225). An wngineer can be

sur% his design is sound if he can measure the reliability

and availability of the system, and those measure% fall into

his specified confidence interval. A confidence :" •erval is

a range of values which is believed, with ,
preassigned degree of confidence, to include the
particular value of some parameter or charac-
teristic being estimated. The degzee ot con-
fidence is related to the probability of ob-
taining by random %amples ranges which are
correct [James,Beckenbach, 1968:65).

Many statisticians have done previous wor' in developing

and evaluating techniques to obtain the confidence limits of

system reliabilities and availabilities modeled by different

underlying distributions. One of the first works presented

came from Mary Thompson. Thompson developed analytical

techniques to determine confidence limits for the

availability of exponentially distributed repairable systems

in 1966 (Thompson, 196F). In the following year, Louis Levy

nd Albert Moore introduced a Monte Carlo simulation

techn-Lque t'o estimate rel tabiiitv confi dence limits f rc:m

c(mponent test data with acrmai. gamma, (, )er i .



S-. probability distributions (Levy,Moore, 1967). H. L. Gray and

W. R. Schucaoy extended Thompson's techniques to find

availability confideuce limits for systems with lognormally

distributed repair times in 1969 (GrayScucany, 1969).

fHwever, work has ýt to be done to obtain confidence limits F

fo ":.he availability and reliability of maintained systems

usig Monte Carlo simulation with simulated system data.

Statement ot the Foblem

MarKov models and exact analytical techniques have been

used to produce confidenco limits for the reliability and

availability of maintained systems. However, as system size

and complexity grows, theose models and techniques become very

hard to apply. A quick and efficient Monte Carlo simulation

method is needed to find confidence limits for the

reliability and availability of maintained systems, and an

assessment of the accuracy of the method is needed. According .

to current literature, a Monte Carlo simulation cau identify

independent, cr dependent system failures occurring in either

simple or complex systems (Almassy, 1979.366). -.onto Carlo

simulation can also model systems with general failuru and

repair distributions. (In this came, the fai'lure and repair

dintributions are assumed to be exponential because the

*xponential dis;,ribution a-curat*Iy models t•h fai.&ire of

1110St (- 0[1)p~ e X tl ~ * n c, týrý, 1i y C- .-Un TI( 1 e Vi4 S'. a 11 a r ".o (A I fo

the -epA-ý (-.t -ilw~otro xi( sv~t~ms, 'IThonpson, 11366: 36)

a -W6A



* - Therefore, Monte Carlo simulatioa will provide an oawy and

accurate method of obtaining reliability and availability

* confidence limits for maintained systems.

The overall ob~sc~tive of this research is to develop at

efficient Monte Carlo simulation to Zind confidence limits

for the reliability and availability of maintained systems. .

The subobjectives for this research are ar follows:

a) to dovelrnp a Monte Carlo simeulation method to find

availability confidence limits for small sample,

single system configurations

b) to find the availability for a single system con-

figuratiou system configuration using aL exact

analytical technique

c) to evaluato the accuracy of the Monte Carlo

simulation method by comparin7 the Monte Carlo

coufidence limits to the exact availability

fo•r ,i single system configuration

d) to expand the Monte Carlo simulation to get both

reliability and ivailability confidenc-s limits for

small sample, parallel system configurations wi'.r

time and, if time permaits, more complex syntems

0) to pzKWetnnt a Vctual VexcentagO cover •:>? th.O

confideoc Inter,-alu of the comploz •y•enm •

Axic.ther WAVI i.f det*X wiIII'~ uh w~a~ctaira~c'y of~ i
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method of obtaiDing confidence limits.•

The overall approach for this research is to use a Monte

Carlo simulation to estimate the availabilities and relia-

bilities of maintrtned systems and determine the lower confi-

dance limits fc ath. This Monte Carlo simulAtion will

generate sample Mean-Time-To-Repair (MTTR) and Mean-Time-Be-

tween-Fail~re (MTBF) values from the chi-square distribution.

The MTTRs rnd MTBFs are mxponentially distributed and are

from small iamples (ten to fifty system configurations). - -

The samples ýre Type II censored -amples which are a set of

n items that are tested until a 4pocific number of failures

have occurred (Moore, 1963:460). Input sample MTTR ( (6) and

MTBF ( 0) values wili form the "real world" baseline data

against which the rest of the values will be compared.

The simulation will initially consist of two parts.

First, only the availability of a single system configuration

will be estimated using the generated MTTRs and MTBFs. The

estimated availability is found from the following equation

(Kap.r,Lamborson, 1977:Z28)

A S MTBF/(WTBF + MTTR) (1)

The raliabhility *f a snglo systcm configuration will

not be becxat. b ue- it a *ySt*a is not available, it has



failed, and at that point, it has reached its reliability

limit. However, for the second part of the simulation, both

the availability and reliability of two-unit parallel systems

with repair will be estimated, again by using the generated -

MTTRs and MTBFs. The &vailability and reliability equations

for parallel systems are as follows tShouman, 1966:341-346):

A(t) - (1-(XX/r 3 r 4 )) - XA)r 3 r 4  42)

(er 3  3 r 4)

where

X- 1/8

2X= Z for an ordinary system

uX X for a standby system

/P P for one repairman

P/ k1 JU for *ore than one repairman

' U for one repairman

' - Zp for two repairmen



/1 - kC2 A for *ore than two repairmen

(k+ > 2)

r 3 , r4• - [-(A '+A,/i+p+) +//

R(t) X (+ X+u r I/r-Clr 2 )arl (3)

r t
-X+A+ r2/l-r2)* 2

where

r 1 ,r 2 - !,-r+X'+#) ÷1- ((2A++ ÷1)**2

- 4AA )1/2):2

ILO- 2X for an ordinary system

X- A for a standby syst•m

u/P- P for one repairman

9 kpu for mzee than one repairman (k > 1)

Reliabilities can be found for tlia two-unit system

configuration because one unit in a parallel configuration

may fail, but its parallel unit may still be available, so

the configuration still works. Thus, the parallel system

configuration has a reliability that differs from the

availability. (The repaii'able, parallel, single repairman

configuration will be considered in This simulation; other%

will be considered as time permits.)

7



After both parts of the simulation hav* been run, the

lower confidence limits are found and, by simulating a large

number of trials, a higher level of accuracy in estimation

can bo obtained. This Monte Carlo simulation method can be

assessed and verified by how times the confidence interval

contains the true system availabiliti*e anc relia& ilities.

••~ Presentation

The next chapter summarizes the liter&bure available on

this subject from the 1960s to the present. Chapter 3

presents the Monte Carlo simulation models designs and the
LI.

equations and variab4es used in the model. Chapter 4

discusses the simulation results in answer to the thesis

subobJectives and aonclusions. Lastly, Chapter 5 presents a

summary of the research effort and recommendations fnr future

studies.

now

L

Nr

. , . .8



As previously stated in Chapter I, statisticians and

theorists have been developing various techniques to find

availabilities and reliabilities of many different system

configurations with many different underlying failure or

repair distributions. This chapter will review some of that

work, divided into these different areas as much as possible:

availability, reliability, Monte Carlo simulation of

availability or reliability, and classic books.

Aa lbl",

There have been several works published focusing

st•ictly on availability since the mid-1960s. In the year

following Thompson's work on analytically determined

availability confidence limits, John Buzacot, showed how to

* reduce reliability block diagrams of repairable

series-parallel systems to find the WTBF and availability of tv

the system components (Buzacott, 1967). Also in 1967, H. L.

Gray and T. 0. Lewis presented an analytical zaethod to tind

okact syt availability confidence limits with

exTonentially distributed MTBFs and lognormally distributed

MTTRs (Gray,Lewis, 1967). In 1969, Kenneth Grace gave a

comparison between a Markov model and some approzimation

techniques used to find the steady-- tate availability of

repairable systems with limited component spares (Gracce,

Ne



1969). In 1970, Buzacott did some more research on

repairable systems, this time using network diagrams to find

systew availability and failure frequencies (Buzacott,

1.970b). In 1973, David Chowi presented a mathematical model to

find the availabilities of a redundant, repairable system

wuith a standby. The system had to have q components

available to work, and the underlying failure rates were

mconstant with generally distributed )4TTRs (Chow, 1975).

Several years later and building on the works of Thompson,

Gray and Lewis, and Gray and Schucany, M~ohamed Hasaballa,

Albert Moore, and Joseph Cain presented au exact analytical

method of finding lower confidence limits on steady--state

asymptotic availabilities of systems with exponentially

distributed MTBFs, and exponentially and lognormally

distribu.ted )4TTRs (Hasaballa and others,% 1963). In 1983,

another work concerning repairable msyteas was published by

Richard Kenyon and Richard Newell. They gave an exact

analytical solution and a Fortran program designed to fi-

the steady-%tate availability of a system needing k-~out-oien

components to function, but allowing only one repair for the

system lifetime (Kenyon,New~ll, 1963). During the *ame year,

U~pon Funuemark and Bout Natvig brok. new ground with their

presentatiun on how t3 find upper and lower confid~ence limits

for the availability of multi-state component zy';tem

(Funnemarki'!atvig, 1983). Lastly, in i,jJ4, Tgna .io Haadoz

introjduced a method of finding the st.*ady--state availability

10



for n unlike parallel or n unlike series components with"

exponentially distributed failuri and repair rates (Mendez,

* 1984). All the above works have bearing on this thesis

"because they've considered repairable or complex systems,

expon*entially distributed failure or repair rates, confidence

limits, or steady--stab. availability. The next section

presents relizbility works which have considered the same

factors.

The list of theorists working on reliability prediction

techniques is quite extensive, and this section gives only

the highlights. Starting in the early 1960s, Thomas Burnett

and Beverly Wales presented an analytical method and a simple

* Monte Carlo method to determine system reliability confidence

limits from component test results (Burnett,Wales, 1961). In

1963, Oscar Bernhoff researched a method to analytically

determine system reliability confidence limits by combining

the components' reliability estimates to get the overall

failure probability density function. He also determined

that a Monte Carlo simulation of the overall system

distribution was much easier to use when component estimates

were from two or more dissimilar distributions (Bernhoff,

1963). Also in 1963, Malcolm McGregor worked out a method of

determining the reliabilitie* of repairable systems with n

identical parallel components having exponentially

-i/ 11



distributed MTBFs aud MTTRs (McGregor, 1963). In 1965, Albert

Madansky revealed how to combine component reliability

estim~te% gathered by neparate tents to determine the overall

complex sys'em r&liebility (Madansky, 1965). Then, in 1966,

L. Htun used McGregor'% findiuqs in his work about using

transition diagrams describing different states of repairable

sr nonreoairable systems to determine reliability (Htun,

1966). In 1970, Buzacott presentbd yet Puother study, this

time on special Markov techniques for Aetermining the

reliability (and av&ilability) for a large number of states

uin repairable system% (Buzacott, 1970a). (Earlier, in 1966,

Kenneth Blakney and Frederick Dietrich presented a thesis

covering Marko- reliability pzocesses known to that time; R.

Fullerton updated thzt list in 1969 [Blakney,Dietrch, 1966;

Fullerton, !969].) Then, in 197Z, building on Madansky's

...... work, Robert Easterling pres.nted a technique for determining

the maximum likelihood estimate of system reliability from

component test results and substituting that estimate into an

incomplete beta funt.bio- to determine reliability confidence

limits (East7.rling, 19'2,t. Next, Naticy Mann and Frank Grubbs

presented several meMhods of approximating reliability

confidence limits tor sries or parallel. systems using

component test results gathered from Type I or Type II

"censored samplingl thuy based their work on studies done

prpviously by Madanuky and Easterling (Mann,Grubbs, 1974).

Later, itn 1977 and 1978, Edward Hilikam and Albert Moore



"ii published a extended study on estimating reliability

confidence limits from multiple independent grouped censored

samples with failure time* known or unknown (Bilikam,Moore,

+ -1977 and 1978). Looking again at the technique of using

Markov processes to determine system reliability, Joseph

Foster anu Alberto Garcia-Diaz formulated generalized Markov

models for three classes of reliability: systems with

catastrophic failure, systems that must be down to be

repaired, and systems that can be repaired while functioning

(Foster,Garcia-Diaz, 1982). Again, in the area of

multi-state systems, David Butler presented mathematical

computations for finding complex mvlti-state system

reliability bounds in 1982 (Butler, 1982). In the same year,

I. Gertsbakh also prEsented mathematical formulas to

determine upper reliability confidence limits for parallel,

series-parallel, and k-out-of-n systems, all with exponential

component distributions, and Type I or Type II censored

sampling {Gertsbakh, 1982). More mathematical formulas were

presented by Tetsuo Miyamura for combint.ng exponentially

distributed component and system estimates to debermine

component reliability (Miyamuza, 1982). Lastly, one of the

more recvat works was presented by Tze Li in 1984 when he

demonstrated the use of an empirical Bayes estimator for

determining system reliabilitV using a large sample size of

systems with exponentially distributed failure rates (Li,

13
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S-i .. MonJe ýCarlo ý;_RR~teu Simulation Works

The projects presented in this section represent work

done in the areas of availability or reliability specifically

using Monte Carlo simulation techniques. Beginning in 1960,

Donald Orkland published a pioneer simulation study on

finding lower confidence limits for system reliability using

"only sample component failure data (Orkland, 1960). Two

years lateri W. Connor and W. Wells expaided Orkland's work

with a study of their own which found system reliability

confidence intervals for serially arranged components with

binomially distributed failure rates (ConnorWells, 1962).

* -Next, in 1964, Louis Levy devised a Monte Carlo method to

find system reliability confidence limits using component

test data with exponential, Weibull, gamma, normal, or

lognormal failure rates. He based his method on previous

work% by Burnett and Wales, and Bernhoff (Levy, 1964). The

following year, Albert Moore presented an extension of the

Monte Carlo technique used by Levy to fiud confidence limits

when the distribution or joint distribution of the estimators

were unknown and the data came from Type I or Type II

censored sampling (Moore, 196n). Then, in 1967, Levy and

Moore presented a joint Vaper on a more efficient Monte Carlo

simulation technique to estimate reliability confidence

limits from component test data having normal, gamma. or

Weibull failure di]tributions (Levy,Moore. i1367). In 19693,

Leoriard Doyoe and Martha Ber5senbrugge presented a

M 11q
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computational method which represented system stabes as

differential equations and iteratively calculated reliability

and availability estimates; they based their work partly on

*i' Htun's work (Doyon,Berssenbrugge, 1968). During that same

year, Donald Gilmore presented a study that used Monte Carlo

methods to simulate failures of a component reliability block

diagram to estimate the overall complex system reliability

(Gilmore, 1968). In 1972, Robert Lannon devised a Monte

Carlo technique to determine the reliability of a complex

system with dissimilar components having Weibull failure

distributions. Previous studies by Bernhoff, and Levy and
'A

* Moore provided a basis for his work (Lannon, 1972). Next,

over the period of two years, Satish Kamat, Michael Riley,

* and William Franzmeier jointly published studies on using

Monte Carlo simulation to find complex system reliability by

inputting reliability flow graphs and minimal tie-sets

(Kamat,Riley, 1975; Kamat,Franzmeier, 1976). Next, Hiromitsu

Kumamotz:, Kazuo Tanaka, and Koichi Inoue published a study

based on previous work done by Levy and Moore, and Kamat,

Riley, and Franzmeier. They developed a Monte Carlo

simulation to find system reliability using reliability block

diagram5 or fault tree analysis with a controlled variate or

imkportance sampling technique (Kumanoto and others, 1977). In

1980, Malcolm Easton and C. Wong used a sequential

dost-uctio- method to est'mate reiliability for systems of 100

c. more components a•d wi. i dependcnt or independent



component failures; their work is based on the work of

Kumamoto, Tanaka, and Inoue (East.on,Wong, 1980). In turn and

in the same year, Kumamoto, Tanaka, Inoue, and Ernest Henley

presented a study based on Easton and Wong's work which found

2 the unavailability of large, complex systems by using dagger

sampling which decreased the number of trials and computation

time of the Monte Carlo simulatio- (imamoto avd othors,

1980a). They also published another study in late 1980 which

gave a technique to estimata the unreliability of large,

repairable systems using a state transition or indirect Monte

Carlo method (Kumamoto and others, 1980b). Two years later,

another foursome preseuted a study on three different Monte

Carlo techniques used to find system reliability confidence

limits; Kathleen Depuy, Jon Hobbs, Albert Moore, and J.

Johnston developed and analyzed thq accuracy of univariate

asymptotic, bivariate asymptotic, and 'modified double Monte

Carlo' techniques. They based their work oo studies done by

Orkland, and Levy and Moore (Depuy and others, 1982). Tn

1983, Roy Rice and Albert Moore published a paper describing

a Monte Carlo simulation using pass-fail data, and they

e plaineO how to treat no failure cases. Their work was

based, in part, on Easterling's, Orkland's, and Levy and

Moore's previous works (Rice,Moore. 1983). Lastly, one of

the latest works was presented in April, 1985 by Kadaba

Gopalakxishnan who developed a Monte Carlo model to find

general system ieliabili-ty, maintainability, and availanility

1I;



with interruption factors and delays in xopair taken into

account,. His model used findingf previously given by

Gilmore, Kamat,Riley and Franzmeier, and Buzacott

(Gopalakrishnan, 1985).

Although not previously mentioned, the basic for Aany of -

the articles on availability, reliability, and tIonte Carlo

" mulation summarized above came from two hooks. The first

bo'�4•, _h_-_•jmi.l Theory of Re2liability, was written by

Richard Barlow and Frank Proschan in 1965 and presented basic

mathematical theori*s for reliability (Barlow,Proschan,

1965). The second book, Propbbijitic Reliability" An

Enaineerin A roach, was written by M. L. Shooman in 1968

which gave an engineering perspective to reliability (i.e.,

lnow to apply reliability in engineering) (Shooman, 1968).

Both books are classics because they helped lay the basic

groundwork from which other studies were generated.

-Co nclu US i on

Many st~udies have been done in the areas of system and

component availability and reliability, but many more are

're to be don. as today's equipment and syv.tems grow even

moae complex.

I '



* T~I'hisr~ hapt~ex deiari~bost the daesi.gn and coimputations used

in the Wontc ('arjo s~imulation 'aodel. The si~mulatio~n mxodel

was ue'ud to find the availahilitieg of single-unit systoms,

and the 4vailabilitias and reliabilit!.ez of two-unit Pordinar7

parallel systess.

Coutat~~.The simaples. icystam to aualyze is a

sigl-ui~syst~em. Th.is M4onte Carlo model uimulatos the

* ~availability (A.(t) where t is time) of~ single-unit systems

havi.ng an expouential, or conn~tant., fai.,ur* distr,4"butionis.

Ndow, if th# single-u~nit syttem haus no capability to be

repaired, thfv system avaiuabiit'y will. equal th,% uystem

rel iati111t-y But, h.cv!.ng a. ra'p*a cpability iacr&aies the

systera akvaiabilft Y -- caIrAbr systa ahavtoriati-7. The

mode1 compi-tati~ou calcualetos the, availability for &

rupaliable uyiutsw which wi.ll I&T.a'gor th~n t:ho sy~tsw

railiabi2.ity. A Mark-v grapth madols tha stto of wingle-uni.t

SySt*M Availa*&'i.itioc in F~kgura (Sh,'coman, ~~z3)

The symbols iii )iguro 3.1 are

1I true 21emernc (or -4ystoml in a at

- 1/Moan Time ihvtweau Fa~iljix 'W1Z

p I/1M4&ain Time To Rea-MTTR4)



0o - the operating state of the system

-1 = the failure state of the system.

A t - change in tine

(If the system was not repairable, sZ would be an

"absorbing" state, and no return to s would be possible

A ~t j--L.t

Figure 3.1 Markov Graph for Single-Unit System

Availability (3hooman, 1968s338)
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The Markov graph state probabilitqy *Nation% used in

4,his siai l~tic* Y~adeJ. a as follows;

Ps1 (t) * XI(X+p) - + I(X*u)(exp(.'. X+u )(t)))) (i5)

So, by definition, the availability (or probability of the.

system being operational) is Pso(t).

A(t) = PsO(t) (6)

how, a• t (or time) guts larger, the availability

function *proaches approaches a certain value - a

"%teady---state' value. For the single-unit system, the

dy-r-tt~availability (A~ (t)) is

A (t) lim A(t) = !f(X+• ) (7)

Equa~t.on 7 i-s th equaticn used in the Monte Carlo model

to compute the steady.--state availabilities of sample

iingle--uni't (yt Sho. 1 968~:238).

NJ I
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S. The simulation model used the following baseline

:Mean Time Between Failure (1/ A) - 100 hours

Mean Time To Repair (11 j) = 20 hours

First, new e*timates of MTBF% (1) und MTTR% ( q ) were

generated, thus simulating MTBFs and MTTRs from "true"

single-unit systems. These now MTBFs and MTTR% were then

used to simulate new sample MTBFs and MTTR%. Both sample%

were drawn using the chi-square distribution as follows:

(K2 8)/2r (8)

where

r number of failures for the Type II

censored sample

xZ random number Irawn from the
Zr

,C hi-square distribution with 2r degrees

of freedom

and MTTRs were generated using the same equation with

substituted for 0.

Then, each samrle e and 0 were converted to A and p

respoctivelý ( X= I/( and p 1 /). Finally, the

simulated steady-stat* availabiit, point estinates were

r
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found uning

A•s(t) j /'Il A+ ) (9)

In summary, simulated steady-state availabilities were

found for Type II censored sample sizes of 10, 20, 30, and

50. Point estimates were found for the lower confidence

limits of 0.98, 0.95, 0.90, 0.85, and 0.80. The model ran

for 500 repetitions with 500 trials per repetition.

Two-Unit Parallel System

This Monte Carlo model simulates the availabilities

(A(t)) and reliabilities (R(t)) of samples of two-unit

ordinary identical parallel systems. The systems have both

exponential, or constant, failure and repair rates. The

computations and model for both availability and reliability

are discussed below.

A~vailabilitl C juation. Due to the nature of it's

configuration, the parallel system can have a repair

capability that increases it's overall availability. If one

unit in the system fails, the system can keep functioning

with the operational unit while the failed unit is being

repaired. The different availability states that a parallel

system can be in are shown In the following Markov graph in

SZ%



Figure 3.2 (Shooman, 1968:344).

At

K.-,- z _. 1-;iY-, .>T.•' A-"'. t,

Figure 3.2 Markov Graph for Two-Unit Parallel System

Availability with Repair (Shooman, 196..344)

The symbol% in Figure 3.2 are dafiaed as follows:

.O both units operational

S = one unit failed, one unit operational

S 2 = both units failed

: i'x2 unit design.*tors

X = I/Mean Time Between Failure or 1/8

- I/Mean Time To Repair or 1/1
i/

-2.N for an ordinary system

= • for a standby system

11 /1 for one repiirman

i •- 3 3



ti
kl•~1 for more than one repairman (k >1

- p= for one repairman

9 - ZU for two repairmen

; A for more than two repairmen (k 2 > 2)

At - change in time

Note that the Markov graph accounts not only for the

failure of zero, one, or both units, but that it also

accounts for a differing number of repairmen working on the

system. Thi% is an important point to consider for any

repairable system. If too many repairsen are working on a

system, a point of diminishing returns is reached when the

repairmen begin interfering with each other's work. By

varying the number of repairman in the model, their effect on

system availability can be simulated, and an optimum number

of repairmen can be found.

Finally, the availability equation used in this model is

derived from Figure 3.2 (Shooman, 1968:343-346). The

equation is

Aft) - (I - A'r 3 r4)

A/r14 r4( r 3t3

- er /r 10)

4 r



* where

I~ I N
4(+

":. ~~- 4( ,XX + XA' + •,J ))*,(1/Zfl1/Z-

"and other symbol* are as defined for Figuxe 3.2.

91Ljb t Co2utAji2n. Like the availability of a

parallel system, the reliability in better when the parallel

system has a repair oapability. The Markov graph in Figure

3.3 shows the different reliability states that a repairable

parallel system can be in and transition to (Shooman,

1968:341).

..

Figure 3.3 Markov G~raph of Two-Unit Parallel System

Reliability with Repair (Shooman, 1'68:341)
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* .The symbols in Figure 3.3 are defined as follows;

S = both units operational

s.. one unit failstd, one unit operational

s- both units failed

" ,* X 1 /Mean Time Between Failure or 1/0

P 1/Mean Time To Repair or 1/0

A - 2A for an ordinary system

A =A for a standby system

#- for one repairman

/4' = kp for more than one repairman (k > 1)

St - change in timeI
Again, the Markov graph account3 for the failure of

zero, one, or both units and the effects of differing number

of repairmen working on the system. Note, however, that once

both units are in a failed state 9 multaneously, state s2

becomes an "absorbing" state; the system has reached the

limit of it's reliability for that cycle. Once the entire

system is repaired, the reliability cycle starts aigain.

The reliability equation used in this model is also

derived from it's Markov graph (Shooman, 1968;341--342).

R(t) Ps 0 (t) + Ps1 (t) (11)

where

r r tP-~) A FuI 4 Ir/r - r ~e
N- 1 1

rt
Si f + r -~ r2)e

-n~ .



-' Psi.- ) " 1{•r r 2 )er1

i• -( Air 1, - r 2 )e 2

".= -(AX+/+r) +'--

(( )~+X'p) 4 XX )**112)11/2

and other symbols are as defined in Figure 3.3

Model. The simulation model used the following baseline

parameters:

Mean Time Between Failure (1/A ) = 100 hours

Mean Time To Repair (1/1p ) = 20 hours

Simulated Test Time = 175 hours

Both the "true" sample MTBFs and MTTRs and the simulated

sample MTBFs and MTTRs were drawn from the chi-square

distribution in the same manner described for the single-unit

slstem availability simulation. Also, when the same seeds

for the random sample generation are used for both the

availability and reliability simulation, they correspond to

the same sample systems.

In summary, simulated availabilities and reliabilitiE%

were found for Type IT censored sample sizes of 10, 20, 30,

and 50. Point estimates were found for the lower confidence

limits of 0.98, 0.95, 0.90, 0.85, and 0.1O. The model. ran

for 500 repetitions with 500 trials per repetition.
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IV. Monte Carlo Simulation ResU1ý

After the Monte Carlo simulation model was run as

described in Chapter 3v the simulated point estimates were

compared against the "true" lower confidence limit point

estimates for the single-unit system availability and the

two-unit parallel system availability and reliability. The

success of using this Monte Carlo method is based upon the

simulation coverages of the true lower confidence limit point

estimates.

Sinqle-Unit S§ystq Availability

The Monte Carlo simulation model was run to find

estimated single-unit system steady-state availabilities

using the following parameterss

Mean Time Between Failure = 100 hours

Mean Time To Repair = 20 hours

Thus, the exact availability is as follows:

A (t) 100/000 + 20) .8333

The Monte Carlo simulation coverages of this suagle-unit

system steady-state availability are shown in Table I. Again,

all simulations were run for 500 repetitions witýh 500 trials

per repetition.
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Table 1.

Results of the Monte Carlo Method of Simulating

Single-Unit System Availabilities

"-. I Sample Size Actual Coverage (V)

I .98 I .95 .90 I .85 1 . I0

10 1 97.6 1 93.8 I 90.2 1 86.2 i 80.0 1

S20 1 97.4 I 95.2 I 90.0 1 86.0 I 81.6 1

S30 1 96.6 i 93.4 1 88.6 I 83.4 I 76.8 1

I 50 1 98.6 I 95.6 91.2 I 86.6 I 81.4 1

Two-Unit Parallel Sylte_ Availability

The Monte Carlo simulation of two-unit parallil system

availabilities used these parameters:

Mean Time Between Failure 100 hours

Mean Time To Repair Z0 hours

Testing Time = 175 hours

The exact availability (A•t) where t is 175 hours) for

* the two-unit parallel system is 0.9460. (The exact

availability was found by solving Equation 10 in Chapter 3

using the above parameters.) The Monte Carlo simulation

coverages for this two-unit parallel system availability are

*slh wn in Table II. All simulations were run for 500

repetitions with 500 trials per repetition.

SZ L



Table II.

Results of the Monte Carlo Method of Simulating

Two-Unit Parallel System Availabilities

I Sample Size I Actual Coverage (•)

.. 98 1 .95 i .90 1 .85 1 .801

I 10 96.2 93.4 1 90.2 1 86.0 i 81.81

S 20 98.8 96.4 i 92.4 I 87.8 I 83.4 1

30 97.4 94.6 1 91.4 I 86.4 1 80.81

I 50 98.4 1 95.6 1 90.4 1 85.8 1 79.81

Two-Unit Parallel SyLstem Rel.ability

The Monte Carlo simulation of two-unit parallel system

reliabilities used the following parameters:

Mean Time Between Failure 100 hours

Mean Time To Repair = 20 hours

Testing Time 175 hours

The exact reliability (R(t) where t is 175 hours) is

0.6565. (The exact, reliability was found by solving Equation

11 in Chapter 3 using the above parameters.) Table III

presents the Monte Carlo simulation coverages for the

two-unit parallel system reliability.
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Table III.

Reau s of tý-e Monte Carlo Method of Simulating

Two-Unit Parallel System Reliabilities

I Sample Size I Actual Coverage (•) -

1 ,98 I .95 1 .90 i .85 I .80 1
I 10 I 99.6 I 96.6 I 92.4 1 89.2 I 84.4 "

20 1 99.4 I 97.8 1 94.8 1 90.4 1 87.0 1

S30 1 98 .8 1 96 .2 1 92.4 1 88.6 1 83.8 1

50 1 98.8 I 94.8 1 89.6 I 85.4 i 80.8 1

In summary, Monte Carlo coverages were obtained for the

lower confidence limits for single-init system availability,

the two-unit parallel system availability, and the two-.unit

yarllel system reliabi: ity. <-,
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V -

The primary objective of this retearoh is to develc ,0 an

* effici.ent Monte Carlo simulation method to And lower

confidence limits for the availabililiy and reliability of

maintained mystem. After analyzing ýhe re•ults of the

single-unit system availability simulation and the two-unit

parallel system availability and reliability simulation, the

conclusion is that this Monte Cax'o simulation method i% i

viable and efficient method of simulaving lower confidance

limit system availability and rs&ability point estimates.

However, it should be noted that the covprage of system

reliability lower confidence limits is somewhat high,

althougti still faitly good.

Recomuvndations for future research include to further

study the Monte Carlo method of simulating ay~tm reliability

lower, coafidence limits, to further study using thi% Monte

Carlo mothod with varying pmrametrs and diffavexnt

51tiations, and, ft7tially, to desigL and develop an

interactive, user-frioudly prongarn which allows varyiug

inputs for diffteiut maintx.nvd system%.

In conclusion, th, more rusaarch performed on accurately

and *ffici'tntly simulating lcwer confidenco limits for system

ava.liability and reliability, th* more enginetwr% can• o.•5 this

I x.'Iati. zrtool to dectiqi and dA*ve1cp the ilost ef fct''.t aLIr

rel1 'b ý-#i sysAtotni and aquipmont pos- 1 ii I ZnA , 1 Y hL

:3 _1



better equipment and systems finlded to U. S. Armed Forces

personnel, the better the country's defensive and _

war-fighting capabilities will be now and in the future.

bk .
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SamnJ x MeAhod

"As mentioned in Chapter 3, "The MontQ Carlo Simulation

Model,' sample 8s, or Mean Time Between Failures (MTBFs), and

sample 4s, or Mean Time To Repairs (MTTRs), were drawn us.ing

the chi-square distribution as follows:

2r

where

2' random number drawn from the chi-sqluare
Zr

distribution with Zr degrees of freedom

r sample size

MTTRs wero generated using the same equation with sub-

stitut.d for 9.

MarrT mothods of generating random numbers from the

chi.,-square distribution are available, but only two methods

were used in this research. The first method was to directly

generate chi--squaze. distributed random numbers uning the

International Mathematical Statistical Library (IMSL) GGCHS

(chi--square random deviate generator) subroutine. The second

method used was to generate a random number using tte

chi.-squar. distributiou's reproductive property (Miyamura,

19bZ:315). Tnis method involved summing the absolute value

cf the natural ligarithm of a uniform (0,I) random number r

(r is ,".he %ample sizeo timew. The uniform random numbev was



generated by the IMSL function GGUBFS which is a basic

uniform (0,1) random number geaerator functiun.

There is virtually no difference between the two methods

of generating =hi-square distributed random numbers. Two

simulations of sample size 10 wore run, each using a I9

different generation method and the same seed. The results

are shown in Table IA and Table IIA.

Table IA.

Comparison of Coverages of the Two Random Number

Generator Methods for the Single-Unit System Availability

I Method I Actual Numbers and Coverage 00 .

I ~ I .9 I.95 I.90 I.85 I .80 I
I GGCHS I 97.6 I 93.8 1 90.2 1 86.2 1 80.0 I
1 1488 1469 1451 1431 14001

GGUBFS 97.6 93.8 5 90.21 86.2 1 80.0 1
488 1469 1451 431 400
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Table IIA.

Comparison of Coverages of the Two Random Number Generator

"Methods for the Two-Unit Parallel System Availability

I kqithod I Actual Numbers and Coverage T%) I

.9I .9 .95 1 .90 I .85 I .80 I

GGCHS 1 96.2 I 93.4 I 90.2 1 86.0 I 81.6 I
SI I 481 I 467 I 451 I 431 1 408 1

I GGUBFS 1 96.2 I 93.4 I 90.2 I 96.0 I 81.8 i
I 481 I 467 I 451 1 431 I 409 I
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PROGRAM AAAAA -

INTEGER A,B,C,D,N,E,R
REAL T41'IME,MTBF ,MTTRtCHIZ
REAL LAMBDA,MU
REAL AROTS(500v3,3)
REAL ANTZR(500r3)
REAL LAI4BPR

* DOUBLE PRECISION DSKED

DATA AROT9/7500*O. 0/
DATA ANTZR/1500*0.O/

OPEN(UNIT- ,FILE=*
REWIND(UNIT-

DSEED - XXXNXXXX
TTIM'E - 175
N - XX
R -XX

DO 100 A 1 .,500
CH12 - 0.0
DO 500K9- 1,R

CH12 -(LOG(GGUBFS(DSEED))) + CHIZ
500 CONTINUE

OR
CALL GG3CHS(DShED,NR,CH12)

NTBF - (CH12*100)/N
DO 600 E 1,R

CHIZ -- (LOG(GGUBFS(DSEED))) + CHI2
600 CONTINUE

MTTR - (CH12*20)/N
DO ZOO B - 1,500

CALL GNXXP( DSEED,IJAIBDA ,MU ,MTBF ,MTTR)

LA)4BPR - LAMBDA * 2
B2 -(LAMBDA + LAMBPR + MU + MU)
ACI ((-(BZ))**2)
AC2 4*(IJAM8JDA*LAMBPR + LAMPR*MU + MU*WU)
AC - QRT(AC1 - ACZ)
R3 -(BZ + AC)/2

R4 lBZ -AC)/2
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PAR1- (-((LMBD*LAMPR)(R3*4))
* ~~PARI. - (1-((DALAMBDALMB)/(R3- R4) )

PAR3 - ((EXP(R3*TTIMSfl/RS)-((EX.P(R4*TTIME))/R4)
AVAL - PARI. (PARZ*PAR31

OR
LAMBPR -LAMBDA *2
B2 - -(LAMBDA + LAMBPR + MU)
AC - SQRT(((-(B2))**Z)-(4*LAMBDA*LAMBPR))
RI. - (B2 + AC)/2
R2 - (BZ -- AC)/2
MUNI. - (LAMBDA+MU+Rl)*(ZXP(R1*TTINE))
NU?42 - (LA)4BDA+MU+R2)k(Z)XP(R2*TTIMZ))
DEN - RI. - R2

P50 - (NUMl/DEM) - (NUM2/DKN)
NUM3 - ((LAMBPR/DEN)*(EXP(RI.*TTIb4E)))
NUMI - ((LAMBPR/DEN)*(EXP(R2*TTII4E)))
PSI. - UM3 -NUM4

REL - P60 + PSI.

J OR
R5 - MU/(LAMBDA + MU)

* -R6 = LAMBDAI(LAk4BDA + MU)
AVALS -R5

ANTER(Bil) - RI. OR kZ OR R5
ANTER(B,2) = R2 OR R4 OR R6
ANTER(B,3) =AVAL OR REL OR AVALS

IF (B .EQ. 500) THEN
-Z CALL ORDER(ANTER)

CALL RRQOTS (AN TER ,A ,AROTS)
ENDIFL

200 CONTINUE
100 CONTINUE

FORMAT(TZ,FZ0.I.5,2X,F20.15,2X,F20O 15)

DO 300 C = 1.,500
DO 400 D = 1,5

WRITE(UNIT- k'MT= )AROTS(C,DI1),AROTE3(CD,Z),
AROTS(C,D,3)

400 'ýONTINUE
300 CG...,INUE

REWIND(L'NIT-
CLOSE(UNIT=

STO)P
ENDF

-- -., -. -. . . . . . . . .
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SUBROUTINE GNEXP(DSEED,LAMBDA ,b4U ,MTBF FMTTR)

INTEGER N,E,R
REAL LAMBDA,MU
REAL MTBF,MTTR
REAL CHI2
REAL THETA,PHI
"DOUBLE PRECISION DSEED

N- XX
R -XX

CHI2 - 0.0
DO 700 E - 1,R

CHI2 - -(LOG(OGUBFS(DSKKD))) + CH!2
700 CONTINUE

THETA (CHI2*MTBF)/N
LAMBDA 11/THETA

CHIZ - 0.0
DO 800 - 1,R

CHIZ -' -(LO(3GGUBFS(DSEKD))) + CHI2
900 CONTINUE

PHI (CHIZ*MTTR)/N
"MU I- /PHI

RETURN
END

i"I
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SUBROUTINE ORDER(INTERN)

INTEGER C,SI4ITCH
REAL INTER)4(500,3)
REAL TEMWPI , TEMPZ , TEJP3

SWITCH I

10 IF (SWITCH .EQ. 1) THIN
SWITCH -0
DO 100 C - Zt0

IF (INTERM(C,3) GT. INTERJ4(C-lt3}) THEN
TEMPI - INTKR)4(Cfl)
TEMP2 - INT&RN(C,Z)
TD4P3 - INTKRM(C,3)
INTERM(C,1) - INTER)4(C-111)
INTERM(CZ2) -INTER)4(C--1,2)
INTER)4(C,3) - INTERM(C-1,3)
INTERM(C-1,1) - TEMPI
INTERM(C-1,2) -TEMP2
INTERM(C-1,2) - TEM.P3
SWITCH I

ENDI F
100 CONTINUE

GOTO 10
ENDIF

RETURN
END

40C



mpg" -

SUBROUTINE RROOTS(RINTERA,ROTS)

INTEGER A,C,D
REAL RINTER(30O,3),R0TS(5O0,5,3)

-?REAL LCB,PROPORoROOT1,ROOT2,1

*REAL POLATErDIFF

DOQ100 D -1,3
IF (D) EQ. 1) THEN

I -490.632
ENDIF
IF (D .EQ. 2) THEN

-475.68

ENL.Lf
IF (D EQ. 3) THEN

I - 450.EG
ENDIF
IF (D .EQ. 4) THEN

I -425.64
ENDIF

7:IF (D .EQ. 5) THEN -
I1 400.62

ENDIF

DO 200 C =1,500

LCB - RINTER(500,3)
ROOM - RINTER(500,1)
ROOTZ RINTER(500,Z)

IF (I .1LT. C) THEN
PROPOR - I - (C-1)
POLATE - RINTER(C,3) -RINTER(C-1,3)
DIFF PROPOR * POLATE
LCB -DIFF +- RINTER(C-1,3)
ROOT1 RINTER(C-1,1)
ROOT2 -RINTER(C-1,2)
UUJO0 300

ENDIF

200 CONTINUE

300 ROTS(A,D,l) - kOOT1
RUTS(A,D,2) - ROOTZ
ROTS(A,D,3) - LCB

100 CONTINUE

RETURN
END
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